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Abstract. Communication of risk, e.g. posed by floods, heatwaves, or
infrastructure failure, intends to reduce impacts, limit damage and ulti-
mately save lives, as well as foster people’s adaptive and coping capaci-
ties to future events. Yet risk is a complex, semantically overloaded and
at times ambiguous notion, which affects its understanding and man-
agement. In addition, risk communication is influenced by factors such
as expert/non-expert knowledge exchange, imbalances of top-down ap-
proaches, trust, and empowerment. In response to this, participatory
and community-oriented strategies, including game-based interactions,
have been implemented to support risk management through stakeholder
engagement. Joining this conversation about participation in risk com-
munication, this paper presents Risk Response, an adversarial discourse
game that facilitates discussion of future environmental, social and tech-
nological risks, and appropriate responses to them. The game offers a
card-based interaction which mediates (i) conversational play (level I),
in which players speculate on risks and imagine responses, and (ii) group
modelling play (level II), wherein teams engage in semantically en-
riched conceptual modelling using ontology-based formalisations. This
article describes the background, design and play of the game, with
a preliminary evaluation of in-game group modelling enacted during a
workshop that demonstrates semantic alignment using ontologies in par-
ticipatory risk communication.

Keywords: Risk · Game and play · Participatory practices · Group
modelling · Ontologies.

1 Introduction and motivations

Risks can be of many kinds, e.g. floods, earthquakes, heatwaves, fires, data
breaches, identity theft, and pandemics. Hence risk analysis, assessment, and
management are constitutive of several fields, e.g. environmental and climate
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change sciences, finance, engineering, cybersecurity, Artificial Intelligence and
public health, and present a long and articulated history [7]. Despite its estab-
lished literature, understandings of risk and risk management are hindered by
overloaded and unclear semantics [1,38], which complicates their communication
to ensure effective planning and responses [8, 27, 43, 50]. As the primary goal of
risk communication is to mitigate and reduce impacts and losses, understand-
ing and crafting appropriate information dissemination strategies is a priority
to reach widely diversified audiences [43, 50]. For instance, to reduce and miti-
gate the disaster risks of hydrological or seismic hazards, mastering safety drills
can prepare civilians to respond, during and after such events, and awareness
of evacuation routes and sites of refuge can ensure that at-risk populations are
able to exploit these resources. However, risk and response communication can at
times be ineffective, owing to mismatches in communication styles, information
overload, perceived power imbalances associated with top-down, expert-driven
directives, overly technical communication, mistrust of authorities, and uneven
sharing of responsibilities [27,41,43,50]. Consequently, the necessity to identify,
develop, and evaluate participatory and community-oriented practices for effec-
tive risk information delivery and communication becomes an imperative. This
requires a shift in communication in which publics are addressed not merely
as deficient receivers of information, rather as active participants with agency
to shape the interaction [41, 43, 50]. This objective has been widely addressed
using game and play techniques (e.g. [28, 41]), and in this paper, we present
Risk Response, an adversarial discourse game that contributes to risk commu-
nication and participation discussions by (a) proposing a participant-initiated,
risk-agnostic scenario generator to ensure flexibility and ownership of the dis-
course, (b) balancing stakeholder communication and information dissemination
through adversarial discourse, and (c) facilitating in-game, ontology-based group
modelling to formalise the semantics of pluralistic risk and response discussions.
Risk Response examines environmental, social and technological risks, and ac-
commodates a wide range of stakeholders as participants and gameplay contexts,
offering two levels of play in a card-based format. Level I engages participants
in conversational play, derived from common-sense, collective intelligence and
speculation about future risks and responses. Level II leads participants in
group modelling play, introducing ontology-based conceptual models and the
collaborative design of model artefacts to align the semantics of risk and re-
sponse discourse. This work describes the premise, design and play of the game,
with a preliminary evaluation of group models and gameplay from a workshop
held at the 18th Research Challenges in Information Science (RCIS 2024)5 in
Guimarães (PT). The game and modelling activities can be useful for organi-
sations for risk communication, and for development of information systems to
identify semantic and thematic congruences in map- and graph-based climate
change and risk analyses.

The paper is structured as follows: Section 2 introduces background knowl-
edge on risk and its communication. Section 3 details the Risk Response game,
5 https://www.rcis-conf.com/rcis2024/
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Section 4 offers an initial evaluation, followed by related works, discussion and
limitations, in Section 6 and 5, conclusions and future works in Section 7.

2 Background knowledge

Risk and related notions. The significance of the notion of risk and its def-
initions is an established discourse, e.g. [7, 9, 38]. Many fields have dealt with
risk, its assessment, and management [7], leading to the development of various
types of risks and associated concepts, each tailored differently depending on
the context of application. It is beyond the scope of this article to dissect the
concept of risk and its understanding, hence we begin with a general, domain-
independent definition of risk as “a situation or event where something of human
value (including humans themselves) has been put at stake and where the out-
come is uncertain” [37], after Sales et al. [38]. The latter outlines the three core
tenets of this definition as (i) the dependencies between risk and the possible
effects on an agent’s interest (i.e. what agent x values, for example their health
and well-being), (ii) the connection between risk and uncertainty, particularly
for its assessment, and (iii) that risk concerns possibilities and futures.

The scientific community has not yet agreed on the semantics of many of risk-
related terms, a problem highlighted in [39], and there is a need to establish com-
mon grounds, especially in multi-stakeholder settings where mutual agreement
and shared understandings play a crucial role. Despite the different definitions
used, the international community, via institutions such as the United Nations
Office for Disaster Risk Reduction (UNDRR)6 and the Intergovernmental Panel
on Climate Change (IPCC),7 aim to agree on a set of “key risk components,”
as follows. (i) Hazard is the occurrence of an event or process that might have
negative consequences; hazards can be of different types, such as meteorological,
hydrological, biological, technological, and societal, and can be either natural or
human-made [17]. A typical hazard could be the occurrence of extreme rainfall
in a short time-period, such as that which facilitated the disruptive flood that
occurred in Valencia in October 2024. (ii) Exposure describes the presence of
elements (e.g. people, infrastructure, ecosystems) that might be affected by a
hazard. In the Valencia example, exposure includes the people, households and
businesses located in the municipalities affected by the flood, such as Paiporta.
(iii) Vulnerability relates to the susceptibility of the exposed elements to suf-
fer damage or loss from a hazard, influenced by factors such as their capacity
to respond or to adapt. In the Valencia flood, vulnerabilities included factors
such proximity to water bodies, the age and mobility of affected populations,
and a mismatch between weather forecasting and activation of warning systems.
Accordingly, risks are future, possible, multi-scale dynamics resulting from the
complex interaction among the key risk components.

The occurrence of an adverse event can result in a system experiencing actual
consequences or negative outcomes, which can induce critical socio-environmental
6 https://www.undrr.org/drr-glossary/terminology
7 https://apps.ipcc.ch/glossary/
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disruptions, such as loss of life, infrastructure damage, or failure of system
function. Such consequences are often referred to more generally as impacts
(IPCC) [4] or disasters (UNDRR).8 Once risk and its consequences have been
assessed, risk management comes into play. This can be defined as coordinated
efforts to monitor, minimize and control the probability or adverse impact of
events through the implementation of appropriate response measures [24]. Re-
sponse measures can be loosely differentiated into risk reduction measures,
which aim on reducing the likelihood or severity of risks, and adaptation mea-
sures, which focus on adjusting systems, infrastructure, and practices to cope
with the impacts. For example, while appropriate river bank management can
mitigate the risk of flood events by reducing the likelihood that extreme rainfall
becomes a hazard, early warning systems and effective risk communication plans
can help adapt to the impacts of potential floods by preventing or alleviating
the associated losses, i.e. reducing exposure and vulnerability.

Risk communication and participatory practices. Risk communication is
an evolving and dynamic field rooted in risk management [11,42], with branches
such as health, environmental and emergency management [42]. To be effective,
it must overcome some of the core challenges of science communication, which
suffers from a range of issues related to the dominance, and rejection of expert-
led narratives in public discourse (see [15] for an overview). Three paradigms
of risk communication have been identified, which can be seen as engagement
scales [11, 27, 43]. These paradigms are not exclusive XOR, neither are they an
historical evolution, rather are overlapping styles of communication based on
particular (often site- or community-specific) exigencies, requirements, and con-
texts [27]. In the deficit model, experts inform citizens of the risk, or potential
danger of x, e.g. the public needs to be informed about the nature of COVID-19
in order that they prevent transmission, and health experts as the gatekeep-
ers of (technical) knowledge must translate and transmit that knowledge to the
public [15,27,43]. This mode of engagement can be experienced by non-scientific
stakeholders as overly technocratic and can lead to disconnect, even willful disbe-
lief due to mistrust of scientific establishments. In the dialogue model, attempts
are made to improve information delivery by engaging stakeholders in discussion,
for example with interviews, surveys and focus groups, through which citizens are
“given opportunity” to share their perspectives [43]. This mode of communica-
tion, ostensibly inviting stakeholders to engage in risk discourse, can be perceived
as simply another way for experts to exert the dominance of their information,
and persuade stakeholders to correct courses of thought and action [27].

A third, increasingly adopted, paradigm of risk communication is the par-
ticipation model, which emphasises community-engagement and focusses more
on developing relationships between the experts, policy-makers, civil society
and publics to ensure mutual-learning and understanding, and empowerment
of people experiencing risk on the ground [43]. Such community-oriented and
stakeholder-focussed communication initiatives adopt methods from social sci-
8 https://www.undrr.org/terminology/disaster
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ence, à la Action Research and co-production, to gather together the plurality of
perspectives, lived experiences, and skills for participatory sense-making on the
subject [48]. Local communities can be engaged inside and outside traditional
spaces, such as in cafes, bars and community centers, using more humanistic
means of communication including poetry, story-telling, drawing, music, theater
and games [43]. As risk discourses are decidedly futures-oriented, the participa-
tory mode of communication incorporates many aspects of futuring [20], such
as speculative enactment, counterfactual histories, and design fiction. Serious
games and gamification have been extensively applied in this context to facili-
tate mutual learning about risk, and disaster risk management in particular [41].
Role-playing and simulation offer proven potentials to mediate multi-stakeholder,
multi-perspective engagement [28], and as games themselves are less formal com-
munication styles, they allow for a more horizontal worldview sharing between
policy-makers, volunteers, scientists and publics [41]. However games applied
to risk contexts also present some limitations [41], hindering their applicability
and scientific relevance. For example (a) many game designs are overly specific,
targeting a singular hazard or a particular community, and as such are less appli-
cable to other situations. This specificity can lead to (b) shortfalls in addressing
broader ecological, social and technological understandings of risk and risk man-
agement. In addition, (c) many risk-orientated games lack proper testing and
evaluation methodologies [41].

In redress of the aforementioned limitations of games for risk communication,
we present the adversarial discourse game called Risk Response,9 and in the
following discuss its origins, interaction design, material components, rules and
gameplay, with a preliminary empirical evaluation.

3 Risk Response game

Risk Response is an adversarial discourse game that examines future environ-
mental, social and technological risks, and human mitigation and adaptation
responses to them. Gameplay in Risk Response is designed not to inform or
educate on risk, rather to enact the collectivism which underpins the in-
tergovernmental bodies’ science-based risk investigation, to spark intuition
on the interrelation of adaptation and mitigation paradigms, and ultimately to
prompt semantic alignment in risk communication through ontology-based
group modelling. The game aligns with initiatives to foster Futures Literacy and
anticipation, acknowledged by UNESCO as fundamental skills for individuals,
communities and societies to navigate the challenges of the emerging future [46].
Risk Response was not developed following an established game design frame-
work, yet it draws practical inspiration from renowned game concepts, such as
Nealen’s minimalist game design analysis [33], maintaining simplistic game rules
and mechanics that facilitate a broad range of play possibilities. Cook’s loops
and arcs concept is also applied [16], to scaffold learning and player engagement,
9 https://doi.org/10.5281/zenodo.13303514
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as are Bogost’s theoretical groundings on procedural rhetorics [13] reinforce per-
spective shifts through implicit communication within the game artefact, its
rules, and gameplay contexts. Risk Response also draws from speculative de-
sign [5] to drive critical interactions that embody and enact futuring concepts
as in [6, 18,20,46] through game and play.

The game’s design follow dual objectives, the first focused on the game arte-
fact, e.g. the game must engage a wide variety of participants and perspectives, it
must be straightforward to learn, and fun to play. The second track of constraints
addresses the game objectives of (i) making complex notions of future environ-
mental, social and technological risks understandable and accessible, (ii) driving
discourse, using explicit futures concepts, on the interrelatedness of various risk
mitigation and adaptation paradigms and (iii) aligning participant perspectives
with shared semantics via ontology-based group modelling, which also provides
for (iv) an evaluation mechanism to analyze engagement and sense-making po-
tentials of the game (see e.g. [48]).

3.1 Game cards, rules, and modes of play

The Risk Response game design was inspired from the second and third authors’
collaborative work on an ontological unpacking of climate change risk [1], which
aimed at clarifying the semantics of climate change risk and related definitions,
e.g. impact and uncertainty, proposed by the IPCC in their 6th Assessment Re-
port [29]. To aid in sense-making of the complex ontological analysis, the game
was prototyped, and following repeated playtests, expanded with the futures per-
spectives of the IPCC’s 5th Assessment Report [26], the UNDRR 2021 Hazard
Information Profiles (HIPs) [45], and various futures literature (e.g. [46,47]). The
game cards are divided into three groups, the first includes 13 Risk or Impact
cards, each labeled at the top with a general rubric, or framing of a potential risk,
such as Fire, Technology, or Social risks. On each risk card is a set of examples;
Fire risk or impact examples include Atmospheric Temperature, Stronger UV
Rays, Forest Fires, Urban Heat, and suggestions for Social risks or impact in-
clude Economic Instability, Resource Conflict, Intangible Cultural Heritage, and
Migration, among others. Each card’s list of examples ends with etc.

The second set of 12 cards are response cards, labeled Mitigate or Adapt,
categorised into rubrics such as Citizens, Governance and Technology, with sug-
gestions. For example, Citizens responses include Reduce-Reuse-Recycle, Green
Mobility, Activism and Volunteering, and Population Control, while the Technol-
ogy card suggests ICT for development, Earth Observation, Geosciences & GIS,
and AI Solutions, among others. Each list again ends with etc. The third set of
15 cards are the game’s Discourse cards, with progress discussion contributions,
e.g Sustainable Action and Resilience, inhibiting directions, such as Immutable
Status Quo and Hidden Danger, and several terminal discourse cards, such as
Futures Judgment, Catastrophe, and Move to Mars. Each card contains instruc-
tions on how the concept can contribute to the game discussion, e.g. Stroke of
Luck could be used against overly realistic play, and Catastrophe can be played
to counter overly optimistic discussion. Table 1 lists the complete set of cards.
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Table 1: Risk Response cards.
Risk or Impact Mitigate or Adapt Discourse card

Air Citizens Resilience
Fire Governance Equilibrium
Water Organisations Blue-Green Future
Earth Education Sustainable Action
Ocean Health Anticipation
Sound and Light Society Knowledge Commons
Vegetation Economy Immutable Status Quo
Animal Food Systems Hidden Danger
Food Services Uncertainty
Social Environment Response Outcome Risk
Technology Resource Future Judgment
Built Environment Technology Catastrophe
Extraterrestrial Stroke of Luck

Time Machine
Move to Mars

Additional blank risk cards are also available, for gameplay in participatory
project development settings where particular themes or site-specific risks need
to be analyzed.

Finally, the Futures Cone completes the game’s material aspect (Figure 1
Left). This speculative design tool describes potential future trajectories moving
from the present, on the left, to the future on the right. Concentric circles, (cones)
demarcate the temporal areas of Possible, Preferable, Plausible and Probable
futures. At the outermost fringes of the Futures Cone are located Wildcards, that
are low-probability events, and Preposterous futures, which although they are
highly unlikely to happen, remain within human imagination. The Futures Cone
has undergone many developments and reinterpretations since its introduction
to defense studies in the 1980’s [21]; the version used in Risk Response has been
adapted by the first author from [47].

Fig. 1: Futures Cone (Left); Sample Risk Response cards (Right).
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Game rules. The game’s basic format consists of: players forming two teams,
Team Risk and Team Humanity. Team Risk proposes a risk and outlines its
impact, after which Team Humanity proposes a response, based on cards ran-
domly drawn from the decks (see a sample of Risk Response cards in Figure
1 Right). Team Risk is implored to play impartially, imagining and portraying
their proposed risk as data-driven and inevitable. Team Humanity is encour-
aged to an impassioned play, focusing on visionary, innovative potentials that
humanity has can use to manage risk. The two teams debate the plausibility of
Team Humanity’s response, and spectators are invited to join in the discussion,
referring to the Futures Cone. A subsequent vote on the possible future, and
whether the response outcome proposed by Team Humanity is Plausible, Prob-
able or Preposterous, decides the winner of the round, if that team is convincing
in their argument, or supported by terminal discourse cards. Teams are then
reconfigured, typically by revolving one player at a time to the right, the cards
are shuffled and redistributed for the following rounds, which continue until each
participant has had the opportunity to play on both Risk and Humanity teams.

The gameplay rules are: Team Risk randomly draws ONE (1) Risk or Impact
card, and must devise a risk proposal within that rubric, although not necessarily
choosing from the suggestions (hence the etc at the end of each list). Team
Humanity randomly draws TWO (2) Mitigate or Adapt cards, and their response
to the proposed risk must be framed in relation between those two rubrics. Each
player, and any spectator who wishes to participate, randomly draws ONE (1)
Discourse card. These cards can be played by any player, or spectator, at any
time to influence the discussion. Several of the discourse wildcards offer final
decisions which allow to break an impasse, or when the futures vote is tied.

Conversational vs group modelling play (levels I and II). In conversa-
tional play (level I), the game is played based on common-sense, drawing from
players’s collective intelligence to imagine and describe risks and responses. This
level represents the first loop in which players are introduced to the rules and
play possibilities provided by the different cards and mechanics. In these first
gameplay encounters, questions and challenges to the minimal rules are sounded
out, and the teams decide for example on the style of voting, e.g. a show of
hands, unanimous or simple majority. After playing at least one round in con-
versational mode, which lasts approximately 20 minutes, and depending on the
context of play (e.g. if the game is instantiated in a formal workshop, at a con-
ference social event, or an informal game night among friends and colleagues),
players can advance to the next level.

The second level of play is ontology-based group modelling (level II), which
follows the same team setting, risk and response proposals, Futures Cone discus-
sion, and plausibility vote, yet with the addition of a printed reference seman-
tic model/framework, such as ontology-based conceptual models or Knowledge
Graphs. Example of those could be the social-ecologial systems (SESs) inte-
grated conceptual model [2, 3] and the Common Ontology of Value and Risk
(COVER) [38]. For this mode, one new game rule is implemented: when Team
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Risk proposes their risk they must create a conceptual model following the ref-
erence model, describing some aspects of their risk, e.g. what is the hazard and
who or what is potentially affected (exposure). Likewise, Team Humanity must
model their response, using the same reference model. Teams can then use their
models to elaborate, articulate and argue for their risk and responses in the
discourse. At the conclusion of each round, which typically lasts about an hour,
the risk and response models are labeled and collected for later analysis. Figure
2 captures group modelling in action.

Fig. 2: Risk Response group modelling play (level II).

4 Preliminary evaluation

This section highlights preliminary evaluation results obtained from the partici-
patory workshop Exploring ontology-based design interactions for sustainability
research,10 organised and facilitated by the first two authors at RCIS 2024. The
goal of this evaluation is to examine the use, by participants, of ontological
notions to effect semantic alignment in risk communication.

4.1 Context and participants

The workshop introduced and investigated ontology-based participatory sense-
making approaches for social-ecological systems research (see [48]), with ac-
tivities centered around an ontology-based SESs integrated conceptual model,
from [2,3]. These included an icebreaker to discuss relations in the model, graph-
ical scenario analysis using the conceptual model, and Risk Response gameplay.
The ontology-based SESs integrated model captures main elements of two social-
ecological systems paradigms, the social-ecological system framework [30] and the
ecosystem services cascade [36], via ontological analysis, using for example the
10 https://humanfactorsinsemantics.net/RCIS2024.html
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Unified Foundational Ontology [25], for their ontological disambiguation and in-
tegration. The model includes concepts such as ecosystem service, structure, and
function, actor, social actor, organisation, governance, as well as resource system,
natural resource human-made resource, among others. It has been refashioned
in the Web Ontology Language (OWL2) and can be found in GitHub.

Forty-five (45) workshop participants engaged in Risk Response gameplay,
including a large, multicultural contingent of masters students from information
systems studies. Four (4) groups of 8 to 12 participants formed teams of 5 or 6
players each for Team Risk and Team Humanity. After playing a round in level
I conversational play, the four groups switched roles for a round of (level II)
group modelling play, each completing the tasks of risk and response modelling
following the SESs integrated conceptual model as a semantic reference.

4.2 Results

Our frames of analysis elucidate quality dimensions in conceptual models, in line
with longstanding discussions in Software Engineering and Information Systems
literature (e.g. [12,22,34]). We focus on modelling styles and techniques, correct
use of model concepts and relations, cross-model semantic alignment, and ethno-
graphic observations of models in communication. Primary data are the group
models created during gameplay, photographic evidences and observations of the
first two authors as workshop facilitators. The group models can be viewed in the
shared folder. In the following report, reference model components are named in
lower-case italic, and components introduced by participants are written, first
letter capitalised, in Courier.

Modelling styles and techniques. Several distinct modelling practices can be ob-
served in the group models. In Groups 1 and 2, Team Risk first created a model
of their proposed risk and Team Humanity created a corresponding model of
the proposed response (“dual modelling”). Team Risk in Groups 3 and 4 first
created a model of the proposed risk, and Team Humanity extended that model
with their response (“singular modelling”). The use of relations arrows also dif-
fered between groups: for example in Group 4’s model, we find mostly unlabelled
relations following the reference model standard of defining subsumption using
closed-head arrows, as in UML, while in Group 1’s risk model, variant arrows are
used, yet these are labelled with the proper relations from the reference model.
The other groups and teams employed a variety of open arrows and connecting
lines. In all of the group models, response modelling generally follows the style
for concepts and relations set by the risk teams, and in the groups practicing
singular modelling, players differentiated between risk and response using differ-
ent colors of ink. As participants were not given detailled modelling instructions,
the emergence of similar practices among different groups is noteworthy.

Correct concepts and relations. We considered as evaluation parameter the up-
take and correct use of concepts from the SESs reference framework, first exam-
ining the group models for explicit semantics, i.e. terminology adopted directly

https://github.com/gretaAd/session
https://docs.google.com/spreadsheets/d/1ETbTOc28W3uJCKiP-p0jNSPDbU01m6gmgmEADKaLdUc/edit?usp=sharing
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Fig. 3: Correct categorisation. Fig. 4: Use of relations.

from the reference model, either as labels for named concepts, or as primary class
or sub-class entities depicted in their models. Secondly, the group model con-
cepts were examined for correct implicit semantics, identifiable by their named
relations and position in the model. Considering the risk model of Group 1
(dual modelling), we find only one reference ontology concept, in the depiction
of Humanity has the goal of Survival. This is counted as one marker of explicit
correctness. In that model, thirteen (13) additional concepts describe impacts
of Vegetation risks, such as Deforestation and related Habitat Loss, none of
which are found in the reference model. However, the proper use of five (5) refer-
ence model relations, several applied multiple times, reveal eight (8) more correct
uses of implicit semantics. For example, Pesticide Use is identifiable as an ac-
tivity, because it is performed_by Humanity, itself properly placed as a social
actor, due to the creates and recognized_by relations drawn to human-made re-
sources and natural resources. Figure 3 depicts the most common, correctly used
reference model concepts, of which activity and goal are predominant, followed
by actor, social actor, natural-resource and human-made resource.

Cross-model semantic alignment. In group modelling, cross-model analysis makes
possible to identify emergent shared understandings, wherein model concepts and
relations are re-fashioned or corrected in subsequent collaborative modelling op-
erations. For instance, the risk model of Group 2 (dual modelling approach) de-
scribes Air pollution using four (4) concepts from the reference model: Humans as
social actors, and Machines as actors are connected to activities which Produce
Waste with the goal of Air Pollution. This model incorporated no named re-
lations. In reply, Group 2 Team Humainty reformulated the same four reference
concepts, to show Human and Electric Machines as social actors related to ac-
tivities with the goal of Clean Air. Players modelled resources and government
(echoing governance) in a response that demonstrates multiple correct implicit
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semantics, for example of Policy Making, recalling the reference model’s policy.
Though not all model concepts and relations are correct, the response model of-
fers some semantic clarification of the risk model, in particular concerning gov-
ernance, policy and regulation, that directly reflects participants’ engagement
with the ontology of the reference model.

Group 3 used singular modelling, and iteratively built on each other’s ideas
concerning Vegetation risk. Team Risk modelled the risk posed by Genetically
Modified Organisms (GMO’s) relating to Government and policies, with a new
relation Enforced_by, and several organisations, using 10 unlabelled relations
arrows to draw connections. Group 3 Team Humanity added two Activism el-
ements, and described future impacts of policies, organisations and Consumers.
Their relations clarify the original risk model: Activism is an activity that is per-
formed_by the social actors of Consumers and Food Regulation Organisation
and furthermore that Disease Prevention and Control is a goal associated to
the activity of Government, which though is misspelled, is in complete semantic
alignment with governance from the reference model. In these cases the correct
use of relations facilitates semantic alignment, and serves to correctly categorise
concepts from the first model, according to the reference model. Figure 4 shows
the different group models’ correct use of relations, newly introduced relations,
and unnamed modelling arrows. Groups 1, 3 & 4 all used more relations from the
reference model, with only Group 2 requiring more imagined relations to com-
municate their idea. Group 4’s model is noteworthy as its only relations come
from the reference model, and while there are many variant arrows and connect-
ing lines, it was this group that used explicit is_a closed arrowhead relations
connectors, strictly aligning with the reference model’s composition.

Models in communicative action. One of the goals of conceptual models is to
foster communication and understanding [32], topics widely discussed in liter-
ature. We isolate from participant observations, a particular kind of embodied
communication involving the models themselves. During the preparation of the
group models, anf gameplay discussions, players frequently gestured and traced
relations across the group and reference models. This physical engagement with
cognitive and material artefacts to effect communication, also known as embod-
ied sense-making (see [48]), is less present in level 1, conversational play, and
emerges with the introduction and creation of model artefacts in level 2 group
modelling play. Such communication is further evident in the distinct practices
adopted by players, of using the models as communication tools. During discus-
sion and voting, players most often placed their models on the table, together
with the Futures Cone, pointing out concepts and relations as they debated
possible and plausible futures. In one group, a player held their team’s model
up for the other players to see, explaining each model concept and relation; in
another group, a player held their team’s model facing themselves, explaining
their ideas using the model as a guide, rather than explaining the model. The
emergence among four groups of players, of multiple, distinct embodied com-
munication styles involving the model artefacts suggests that the game-based
group modelling activity is broadly inclusive of participants’ differing expressive
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exigencies discursive styles, and demonstrates the communicative affordances of
conceptual models as discursive artefacts.

5 Discussion and limitations

In discussion we offer some critical reflections on Risk Response, its relation to
risk communication and some limitations of the group modelling activity and
evaluation. The game’s execution activates collective intelligence that is central
to the intergovernmental bodies which have produced risk-related documents on
which the game is based. Participants generate the risks for discussion, brain-
storm mitigation and adaptation responses, then speculate and vote on the pos-
sible or plausible futures, thereby up-ending and reinterpreting the conventional
science communication and policy-decision paradigms. This aspect figures into
the previously discussed transformation from information deficit, to dialogue and
participation in risk communication.

In level 2 group modelling play, the game’s minimal rules and instructions
allow players to decide if one, or multiple players will draw the model, and how
to interpret reference ontology components. While this offers players flexibility
to interpret modelling as a communicative act, it poses some limitations to the
execution and evaluation of models produced in-game. These models do not cap-
ture the discourse of gameplay, argumentation of players, evolution of ideas, nor
the engagement and intrigue that can be triggered by the Futures Cone and
plausibility vote. All of these have been observed by the authors as workshop
facilitators, especially when teams try to convince eachother of their imagined
future. Neither do the models record the use of, and envelopment of spectators
provided by the discourse cards. Photographs taken during the workshop offer
additional insights into group modelling and discursive processes during game-
play, however the authors deliberately refrain from video or audio surveillance.
This omission, while retaining a familiar, relaxed environment for participants,
requires that some analyses remain interpretation, based on tacit knowledge de-
rived from the authors’ many previous ethnographic studies via participatory
practices and workshop facilitation, enacting conceptual- and cognitive mod-
elling towards interaction design research (e.g. [49]).The researchers’ implicit
bias can endanger evaluation validity, and as players are given the directive of
modelling a response to a proposed risk using a reference model, it is almost
assured that their models will reflect the ideas of both the reference model and
those of other participants. However, the completed models (and model pairs)
of all four groups depict active engagement between teams, and elaboration of
each other’s ideas using the structures of the reference models as they further
define, semantically align, and communicate concepts and their relations.

6 Related works

The tool and approach proposed in this paper combines gameplay, group mod-
elling, ontology-based semantic alignment, and in-game evaluation strategies,
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characteristics that cannot be found in other related games and research litera-
ture. Yet Risk Response does not emerge from a vacuum, and numerous educa-
tional and/or serious games addressing risk exist (see [41] for a detailled review).
These are largely simulation boardgames concerned with Disaster Risk Manage-
ment, that leverage role-play for multi-party discourse and information sharing.
Typical examples of the genre are Hazagora [31], a serious game for students
and administrators to increase their awareness of geohazards and disaster risk
reduction, and ANYCaRE [44], a role-play game focused on crisis management,
forecasting, and early warning of flash floods, or strong winds. A more academic
entrant is the RAMSETE series [19] of information elicitation games on disaster
risk and climate change adaptation, set within European policy space. Evalua-
tions of these games, when are performed, rely on post-experience questionnaires
and notes taken by facilitators. In contrast Risk Response allows evaluation of
models produced during gameplay. In addition, while most risk games revolve
around group discussions and collaborative action [41], none that we have found
explicitly aim to align, or analyze the semantics of such discussions.

The intermittent academic investigation of games for participatory modelling
stems can be traced to Bousquet et al. [14] seminal work, wherein stakehold-
ers role-play and roughly craft models of resource use and conflicts, regarding
for example irrigation systems and agroforestry, which are then formalized as
computer simulations. Perez et. al. subsequently offered ComMod [35] in which
role-playing, model creation, and simulations are blended in a knowledge elici-
tation practice. More recently Bakhanova et.al [10] acknowledge many potential
benefits of games for participatory modelling, however the in-game modelling is
far from established practice. Risk Response, by combining game, discourse and
group modelling, and by integrating ontologies for semantic alignment in player
discussions, opens a new direction in this field.

7 Conclusions and future works

This article contributes to discussions on participatory risk communication by
introducing the adversarial discourse game Risk Response, a stakeholder en-
gagement and group modelling tool for examining future risks and associated
responses. The game and play are presented, with a preliminary evaluation that
elaborates the affordances of game-based group modelling for semantic align-
ment. An important next step will be to enact more thorough evaluations, in
real-world risk analysis settings, playing with domain experts and local stake-
holders. Dedicated cards formulated around site-specific risks and localized sci-
entific research can be designed to reflect participants’ lived experiences and
further operationalize ownership of risk discourse.

The development, playtesting, and evaluation of this game and group mod-
elling outcomes, revealed some potentially useful game revisions, such as extend-
ing the socio-political and technological risk suggestions in the cards with themes
that repeatedly emerge in gameplay sessions, e.g. loss of democracy or human
rights, misinformation, and risks posed by robots and automation. Additional
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Discourse cards will add compound risk [40] and multi-hazard [23] concepts to
the game, guiding players to imagine aggregate, and cascading risks. In addition,
the communicative potentials of group modelling in the game will be sharpened
to include map and graph analysis, collating players’ identified interrelations
between risks, impacts and responses and plotting them in real time.
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